Abstract: In the past decade, research in machine learning has been exceedingly focused on the development of models with remarkably high predictive capabilities for both spatial and temporal datasets. Specifically, models based on deep learning principles have shown promise within domains such as neuroscience and healthcare. However, the non-linearity and the huge number of parameters in these models have made them difficult to interpret for domain experts. In this talk, I will discuss the importance of interpretable machine learning for scientific discovery in the context of multiple computational basic and clinical neuroscience studies with a focus on spatial and temporal datasets.
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